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Today's modern data centers are large energy caersyparticularly with the movement toward highensity servers. As
a result of the large energy consumption and theeased awareness of energy savings initiativeomlgtfrom the pure
economic sense, but from the sustainable desigpeetive through the U. S. Green Building Coun&HED programs and
the joint U.S. Environmental Protection Agency/UC&partment of Energy, Energy Star program, concérimproving
data center cooling efficiency is rapidly increasin

The cooling systems designed for today’'s data centeust operate continuously 24/7. The systems mambve heat
produced by the electrical equipment, to preveritoin reaching an unacceptable level. The heaerg¢ed by the data
center is the combination of heat generated byd#ta processing equipment, along with the infrattine and support
equipment including UPS, power distribution, aindiioning, lighting and occupants. The overadldas determined by the
electrical load of the equipment and factors fghting and occupants, typically expressed as vgatt$t. or watts/person.
Data center cooling equipment is designed to pepeiid to the inlet ofhe computer equipment that ranges from 68° F foF{7
with a relative humidity of 40% to 55%.

The load determination above ignores sources dr@mwmental heat such as sunlight through windowd lagat transferred
though the building, and/or data center envelope skall data or network rooms which do not havésaa windows to the
outside, the building envelope effects can be igdoHowever, for moderate to large data centersiwtypically have walls
or a roof exposed to the outdoors, additional tesds must be added to the design capacity ofithmaditioning system.
The parameters to be considered in the additiomedd imposed by the building envelope include tlaérrasistance
(insulation), thermal mass (heavy construction sashconcrete versus light-weight steel), air-tigs) and moisture
permeability.

Besides cooling, the air conditioning system presiaontrol of the data center humidity. In an lidssation, once the
specified relative humidity is achieved, the aimdibioning equipment would operate without the néedadd water.
However, due to the cooling of the air by the a@inditioning equipment, the temperature is reducgdvib the dew point,
and moisture is removed as a result of condensaktoen, to achieve the desired minimum relative idityy supplemental
humidification is performed. This supplemental hdification is an additional heat load with must faetored into the
design capacity and operation of the system andeeahto an overdesign of up to 30%.

As a general, overall rule, it is good practicsitte a cooling system for small data or networkiredased on a factor or 1.3
times the total anticipated equipment load, plus@dted capacity for redundancy. However, for ladgda centers, air will
pass into the interior of the data center, throtigltcks and other unsealed openings in the buildittgdata center envelope.
The primary areas of leakage tend to be at gapmdraindows and doors, joints in building facadengnts, wall/roof
junctures, utility penetrations and other areasrefitas difficult to develop an air-tight seal.hif type of leakage and losses
is typical for many of today’s larger data centensl is common for co-location type facilities whigle often constructed
within large warehouse or industrial type buildimgther than in better constructed commercial cetype spaces. Such
leakage will have a negative impact on indoor terajpee and humidity, must be accounted for in tesigh process, and
provides for an area of improvement to increaseetfigiency of conventional air conditioning system

The analysis described above takes into considerttie rated equipment loads, peak demands andlysttste conditions
that are just representative “snapshots” of datdaeceperformance. However, this simplified analydigs not provide the
designer with information regarding the dynamicsirafoor temperature and humidity, two of the masici@l factors
necessary to accurately design an efficient datgeceooling system.

One means of eliminating the dynamic factors amdphfying the design is to construct the data cenmtghin a sealed
enclosure. By constructing the data center withiwell insulated, air-tight, water-tight, hermetigasealed enclosure, the
effects of environmental heat, infiltration and hdity fluctuations can be reduced considerablpaf eliminated.

The example below compares the environmental lvaat éf a 5,000 square foot data center construirdentionally to

that of an iFortress enclosure with R-22 insulatéod sealed construction. The analysis showsttteatModular MCF

iFortress™, which is a sealed assembly that prevégieR22 insulation value, results in a sensibée loss reduction of 60%
over the conventionally built facility. Also, bacse the iFortress enclosure results in an airtighter tight, hermetically
sealed enclosure, infiltration is eliminated, thgreeducing the effects of fluctuations in humidipyoviding for increased
efficiency. Based on the reduction in environmehgat load alone, a minimum increase in overadling load efficiency

of 9% can be expected (As indicated above, it aguractice to overdesign the system by 30%. % Geduction results
in an overdesign of 0.3 x 0.6, or 0.18. A desmgtdr of 1.18 compared to 1.3 is a reduction of.9%)



In addition to the above note efficiencies that gaeed by a sealed iFortress enclosure, thergtisally 100% efficiency
gained on the energy that is consumed to maintgios#ive level of pressure within a conventiondilyilt facility. This
expense, along with the installation of vapor l@sgiwithin conventional walls, is a common practised to maintain as
“humidity free” an environment as possible for de¢mters, as well as reduce the infiltration of dind dust from adjacent
spaces. Because the panels are engineered téandhedements such as humidity and the assemibesealed, the pressure
established within the assemblies is constant,tiaecfore, there is no need for these pressurizatforts. As such, this
consumption of energy, used as a form of standaedating procedure in data centers, is eliminateitsi entirety, thereby

netting a 100% efficiency gain.

iIFORTRESS/CONVENTIONAL CONSTRUCTION DATA CENTER COMPARATIVE

COOLING LOAD CALCULATIONS-FORONLY THE BUILDING ENVELOPE

IENGTH AND WIDTH (FEET) 50 100
COINVENTIONAL BLDG HEIGHT (FEET) 20
iFOFTRESS HEIGHT (FEET) 10
PERIMETER (FEET) 300
(SF) 5,000
INERGY COST (PER kW HOUR) 0.12
CONSUMPTION REDUCTION: 60%

BASED ON STD GYP BOARD CONSTRUCTION/CONCRETE ROOF DECK

Standar d Conventional Roof (R10)/Interior Slab (R2) r Value
AREA PERIMETER HEIGHT UVALUE DELTA WATTS WATTS SENSIBLE LOAD

(FT2) (FEET) (FEET) TEMP (F) SF BTUH

300 20 0.067 20 8,040

CELING/ROOF 5,000 0.1 20 10,000
18,040

SENSIBLE LOAD

BASED ON iIFORTRESS CONSTRUCTION (R-22)

AREA PERIMETER HEIGHT UVALUE DELTA WATTS WATTS SENSIBLELOAD

(FT2) (FEET) (FEET) TEMP (F) SF BTUH

300 10 0.05 20 2,727

CEILING/ROOF 5,000 0.05 20 4,545
7,273

SENSIBLE LOAD

NOTES:

01.IT IS ASSUMED THAT THE COMPARISION IS FOR A SEZ& WITH NO GLASS WINDOWS.

02. THE ABOVE CALCULATIONS ARE ONLY BASED ON BUILDNG ENVELOPE.
03. TOTAL COOLING LOAD CONVERSION INTO KWH IS BASEIDN 12,000 BTUH SENSIBLE LOAD =1 TON)

4. A.C. UNIT ELECTRICAL CONSUMPTION HAS BEEN TAKEMS 0.9 KW/TON



